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## 1. Introduction

Many authors (Hartley H.O. (1962, 1974), Kalton \& Anderson (1986), Bankier (1986), Fuller \& Burmeister (1972), Skinner (1991), Skinner \& Rao (1996), Lohr \& Rao (2006), Metcalf \& Scott (2009)) have proposed method for estimating population totals and means for dual or multiple frame surveys. See Lohr \& Rao (2000) and Lohr $(2007,2013)$ for overview of the various methods for dual and multiple frame surveys.

This paper aim is also to estimate the population total from dual frame surveys. We propose a method of estimating weights used in Metcalf \& Scott (2009) that minimize the variance of the estimator of the population total. In simulation studies we demonstrate that the proposed method is efficient among the existing method of estimating the population total. The focus is on dual frame surveys but the method is applicable to multi frame surveys.

## 2. Notations

For the setting of the problem and notations, we follow Hartley H.O. (1962, 1974), Lohr \& Rao (2000, 2006) and Metcalf \& Scott (2009).

Suppose we have two sampling frames, $A$ and $B$, together cover the population of interest $\mathcal{U}$; i.e., $\mathcal{U}=A \cup B$. Two independent samples are taken from frames $A$ and $B$, and two samples are combined to for the inference of interest.

The population can be decide into three mutually exclusive components:

$$
\mathcal{U}=A \cup B=a \cup a b \cup b
$$

where $a=A \backslash B, b=B \backslash A$ and $a b=A \cap B$. Let $N$ be the number of units in the population $\mathcal{U}$.

Two independent samples are taken from $A$ and $B$ respectively. The sample from frame $A$ is denoted by $s^{A}$ with the sample size $n^{A}$ and the sample from $B$ is denoted by $s^{B}$ with the sample size $n^{B}$. For each unit $i \in s^{A} \cup s^{B}$ in the samples, we observe $y_{i}$, a variable of interest.

[^0]For all $i \in \mathcal{U}$, let $I_{i}^{A}=I\left(i \in s^{A}\right)$ and $I_{i}^{B}=I\left(i \in s^{B}\right)$. Then the inclusion probabilities are defined by

$$
\begin{equation*}
\pi_{i}^{A}=P\left(i \in s^{A}\right)=E\left(I_{i}^{A}\right), \pi_{i}^{B}=P\left(i \in s^{B}\right)=E\left(I_{i}^{B}\right) \tag{1}
\end{equation*}
$$

Also define the joint inclusion probabilities

$$
\begin{equation*}
\pi_{i j}^{A}=P\left(i, j \in s^{A}\right)=E\left(I_{i}^{A} I_{j}^{A}\right), \pi_{i j}^{B}=P\left(i, j \in s^{B}\right)=E\left(I_{i}^{B} I_{j}^{B}\right) \tag{2}
\end{equation*}
$$

We assume

$$
\left\{\begin{array}{ll}
\pi_{i}^{A}>0 & \text { if } i \in A=a \cup a b  \tag{3}\\
\pi_{i}^{A}=0 & \text { if } i \in b
\end{array}, \begin{cases}\pi_{i}^{B}>0 & \text { if } i \in B=b \cup a b \\
\pi_{i}^{B}=0 & \text { if } i \in a\end{cases}\right.
$$

and define weights:

$$
w_{i}^{A}=\left\{\begin{array}{cl}
\frac{1}{\pi_{i}^{A}} & \text { if } i \in A=a \cup a b  \tag{4}\\
0 & \text { if } i \in b
\end{array}, \quad w_{i}^{B}=\left\{\begin{array}{cl}
\frac{1}{\pi_{i}^{B}} & \text { if } i \in B=b \cup a b \\
0 & \text { if } i \in a
\end{array} .\right.\right.
$$

Note that since $s^{A}$ and $s^{B}$ are two independent samples,

$$
\operatorname{Cov}\left(I_{i}^{A}, I_{j}^{B}\right)=0, \quad \text { for all } i, j \in \mathcal{U}
$$

## 3. Estimation of the population total

We use the weights proposed in Metcalf \& Scott (2009). In the method, they introduced a new parameter $\theta_{i}$ for each unit $i \in \mathcal{U}=a \cup a b \cup b$ in the population, which is given by

$$
\theta_{i}= \begin{cases}1 & \text { if } i \in a  \tag{5}\\ \text { a constant between } 0 \text { and } 1\left(0 \leq \theta_{i} \leq 1\right) & \text { if } i \in a b \\ 0 & \text { if } i \in b\end{cases}
$$

Then adjusted weights are given by

$$
\tilde{w}_{i}\left(\theta_{i}\right)= \begin{cases}\theta_{i} w_{i}^{A} & \text { if } i \in s^{A}  \tag{6}\\ \left(1-\theta_{i}\right) w_{i}^{B} & \text { if } i \in s^{B}\end{cases}
$$

Their proposed estimator of the population total is

$$
\tilde{Y}(\theta)=\sum_{i \in s^{A} \cup s^{B}} \tilde{w}_{i}\left(\theta_{i}\right) y_{i}
$$

and it is shown to be unbiased for any choice of $\theta=\left\{\theta_{i}: i \in s^{A} \cup s^{B}\right\}$ satisfying (5): Using (4), (5) and (6), the expected value with respect to the inclusion probabilities $\pi_{i}^{A}=E\left(I_{i}^{A}\right)$, $\pi_{i}^{B}=E\left(I_{i}^{B}\right)$ is

$$
\begin{aligned}
E(\tilde{Y}(\theta)) & =E\left(\sum_{i \in \mathcal{U}}\left\{I_{i}^{A} \theta_{i} w_{i}^{A}+I_{i}^{B}\left(1-\theta_{i}\right) w_{i}^{B}\right\} y_{i}\right) \\
& =\sum_{i \in \mathcal{U}}\left\{\pi_{i}^{A} \theta_{i} w_{i}^{A}+\pi_{i}^{B}\left(1-\theta_{i}\right) w_{i}^{B}\right\} y_{i}=\sum_{i \in \mathcal{U}} Y_{i} .
\end{aligned}
$$

## A. N. OTHER

### 3.1. Estimation of the variance with $\theta$

We estimate $\theta$ as the minimizer of the variance

$$
\mathbf{V}_{\tilde{Y}(\theta)}=\operatorname{Var}\left(\sum_{i \in s^{A} \cup s^{B}} \tilde{w}_{i}\left(\theta_{i}\right) y_{i}\right)
$$

where the variance is taken with respect to the inclusion probabilities $\pi_{i}^{A}, \pi_{i}^{B}$.
Let $\alpha_{i}^{A}=w_{i}^{A} y_{i}$ and $\alpha_{i}^{B}=w_{i}^{B} y_{i}$. Then by definitions (1) and (6), the variance $\mathbf{V}_{\tilde{Y}(\theta)}$ is equal to

$$
\begin{align*}
\mathbf{V}_{\tilde{Y}(\theta)} & =\operatorname{Var}\left(\sum_{i \in \mathcal{U}}\left\{I_{i}^{A} \theta_{i} w_{i}^{A}+I_{i}^{B}\left(1-\theta_{i}\right) w_{i}^{B}\right\} y_{i}\right) \\
& =\operatorname{Var}\left(\sum_{i \in \mathcal{U}}\left\{\theta_{i} \alpha_{i}^{A} I_{i}^{A}+\left(1-\theta_{i}\right) \alpha_{i}^{B} I_{i}^{B}\right\}\right) \\
& =\sum_{i, j \in \mathcal{U}}\left\{\theta_{i} \theta_{j} \alpha_{i}^{A} \alpha_{j}^{A} \operatorname{Cov}\left(I_{i}^{A}, I_{j}^{A}\right)+\left(1-\theta_{i}\right)\left(1-\theta_{j}\right) \alpha_{i}^{B} \alpha_{j}^{B} \operatorname{Cov}\left(I_{i}^{B}, I_{j}^{B}\right)\right\}, \tag{7}
\end{align*}
$$

where we used $\operatorname{Cov}\left(I_{i}^{A}, I_{j}^{B}\right)=0$ for all $i, j$.
The variance $\mathbf{V}_{\tilde{Y}(\theta)}$ is estimated by

$$
\begin{aligned}
\hat{\mathbf{V}}_{\tilde{Y}(\theta)}= & \sum_{i, j \in s^{A}}\left(\pi_{i j}^{A}\right)^{-1} \theta_{i} \theta_{j} \alpha_{i}^{A} \alpha_{j}^{A} \operatorname{Cov}\left(I_{i}^{A}, I_{j}^{A}\right) \\
& +\sum_{i, j \in s^{B}}\left(\pi_{i j}^{B}\right)^{-1}\left(1-\theta_{i}\right)\left(1-\theta_{j}\right) \alpha_{i}^{B} \alpha_{j}^{B} \operatorname{Cov}\left(I_{i}^{B}, I_{j}^{B}\right) .
\end{aligned}
$$

## Determining $\theta$ :

The derivative of $\frac{N^{2}}{2} \times(7)$ with respect to $\theta_{i}, i \in a b$, is

$$
\begin{aligned}
\frac{N^{2}}{2} \frac{\partial}{\partial \theta_{i}} \mathbf{V}_{\tilde{Y}(\theta)} & =\sum_{j \in \mathcal{U}}\left\{\theta_{j} \alpha_{i}^{A} \alpha_{j}^{A} \operatorname{Cov}\left(I_{i}^{A}, I_{j}^{A}\right)-\left(1-\theta_{j}\right) \alpha_{i}^{B} \alpha_{j}^{B} \operatorname{Cov}\left(I_{i}^{B}, I_{j}^{B}\right)\right\} \\
& =\theta_{i}\left(\alpha_{i}^{A}\right)^{2} \operatorname{Var}\left(I_{i}^{A}\right)-\left(1-\theta_{i}\right)\left(\alpha_{i}^{B}\right)^{2} \operatorname{Var}\left(I_{i}^{B}\right)+C_{i}(\theta)
\end{aligned}
$$

where

$$
C_{i}(\theta)=\sum_{j \in \mathcal{U}, j \neq i}\left\{\theta_{j} \alpha_{i}^{A} \alpha_{j}^{A} \operatorname{Cov}\left(I_{i}^{A}, I_{j}^{A}\right)-\left(1-\theta_{j}\right) \alpha_{i}^{B} \alpha_{j}^{B} \operatorname{Cov}\left(I_{i}^{B}, I_{j}^{B}\right)\right\}
$$

Solution to equation $\frac{N^{2}}{2} \frac{\partial}{\partial \theta_{i}} \mathbf{V}_{U_{\theta}}=0$ is

$$
\hat{\theta}_{i}=\frac{\left(\alpha_{i}^{B}\right)^{2} \operatorname{Var}\left(I_{i}^{B}\right)-\hat{C}_{i}(\theta)}{\left(\alpha_{i}^{A}\right)^{2} \operatorname{Var}\left(I_{i}^{A}\right)+\left(\alpha_{i}^{B}\right)^{2} \operatorname{Var}\left(I_{i}^{B}\right)},
$$

where $\hat{C}_{i}(\theta)$ is an estimator of $C_{i}(\theta)$ which is given by

$$
\begin{aligned}
\hat{C}_{i}(\theta)= & \sum_{j \in s^{A}} w_{j}^{A} \theta_{j} \alpha_{i}^{A} \alpha_{j}^{A} \operatorname{Cov}\left(I_{i}^{A}, I_{j}^{A}\right)-\sum_{j \in s^{B}} w_{j}^{B}\left(1-\theta_{j}\right) \alpha_{i}^{B} \alpha_{j}^{B} \operatorname{Cov}\left(I_{i}^{B}, I_{j}^{B}\right) \\
& -\theta_{i}\left(\alpha_{i}^{A}\right)^{2} \operatorname{Var}\left(I_{i}^{A}\right)+\left(1-\theta_{i}\right)\left(\alpha_{i}^{B}\right)^{2} \operatorname{Var}\left(I_{i}^{B}\right)
\end{aligned}
$$

Recall $\quad \operatorname{Var}\left(I_{i}^{A}\right)=\pi_{i}^{A}\left(1-\pi_{i}^{A}\right), \quad \operatorname{Var}\left(I_{i}^{B}\right)=\pi_{i}^{B}\left(1-\pi_{i}^{B}\right), \quad \operatorname{Cov}\left(I_{i}^{A}, I_{j}^{A}\right)=$ $\pi_{i j}^{A}-\pi_{i}^{A} \pi_{j}^{A}$ and $\operatorname{Cov}\left(I_{i}^{B}, I_{j}^{B}\right)=\pi_{i j}^{B}-\pi_{i}^{B} \pi_{j}^{B}$. Then, using (4),

$$
\begin{equation*}
\hat{\theta}_{i}=\frac{w_{i}^{B}\left(1-\pi_{i}^{B}\right)-\hat{C}_{i}^{*}(\theta)}{w_{i}^{A}\left(1-\pi_{i}^{A}\right)+w_{i}^{B}\left(1-\pi_{i}^{B}\right)} \tag{8}
\end{equation*}
$$

where

$$
\begin{aligned}
\hat{C}_{i}^{*}(\theta)= & \frac{\hat{C}_{i}(\theta)}{y_{i}^{2}} \\
= & \sum_{j \in s^{A}} \theta_{j} w_{i}^{A}\left(w_{j}^{A}\right)^{2}\left(\pi_{i j}^{A}-\pi_{i}^{A} \pi_{j}^{A}\right) \frac{y_{j}}{y_{i}} \\
& -\sum_{j \in s^{B}}\left(1-\theta_{j}\right) w_{i}^{B}\left(w_{j}^{B}\right)^{2}\left(\pi_{i j}^{B}-\pi_{i}^{B} \pi_{j}^{B}\right) \frac{y_{j}}{y_{i}} \\
& -\theta_{i} w_{i}^{A}\left(1-\pi_{i}^{A}\right)+\left(1-\theta_{i}\right) w_{i}^{B}\left(1-\pi_{i}^{B}\right) .
\end{aligned}
$$

Therefore under the constraint (5), for $i \in a, \hat{\theta}_{i}=1$, for $i \in b, \hat{\theta}_{i}=0$ and for $i \in a b, \hat{\theta}_{i}$ is given by (8).

An explicit approximate solution can be obtained by putting $\operatorname{Cov}\left(I_{i}^{A}, I_{j}^{A}\right)=$ $\operatorname{Cov}\left(I_{i}^{B}, I_{j}^{B}\right)=0$ for all $i \neq j$ and $\operatorname{Cov}\left(I_{i}^{A}, I_{j}^{B}\right)=0$ for all $i, j$. In this case $C_{i}(\theta)=0$ and (8) is reduced to

$$
\begin{equation*}
\hat{\theta}_{i}=\frac{w_{i}^{B}\left(1-\pi_{i}^{B}\right)}{w_{i}^{A}\left(1-\pi_{i}^{A}\right)+w_{i}^{B}\left(1-\pi_{i}^{B}\right)} . \tag{9}
\end{equation*}
$$

## 4. Example

## 5. Discussion
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