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1. Introduction

Many authors (Hartley H.O. (1962, 1974), Kalton & Anderson (1986), Bankier (1986),
Fuller & Burmeister (1972), Skinner (1991), Skinner & Rao (1996), Lohr & Rao (2006),
Metcalf & Scott (2009)) have proposed method for estimating population totals and means
for dual or multiple frame surveys. See Lohr & Rao (2000) and Lohr (2007, 2013) for
overview of the various methods for dual and multiple frame surveys.

This paper aim is also to estimate the population total from dual frame surveys. We
propose a method of estimating weights used in Metcalf & Scott (2009) that minimize the
variance of the estimator of the population total. In simulation studies we demonstrate that the
proposed method is efficient among the existing method of estimating the population total.
The focus is on dual frame surveys but the method is applicable to multi frame surveys.

2. Notations

For the setting of the problem and notations, we follow Hartley H.O. (1962, 1974), Lohr
& Rao (2000, 2006) and Metcalf & Scott (2009).

Suppose we have two sampling frames, A and B, together cover the population of
interest U; i.e., Y = AU B. Two independent samples are taken from frames A and B, and
two samples are combined to for the inference of interest.

The population can be decide into three mutually exclusive components:

U=AUB=aUabUb,

where a = A\ B, b=B\ A and ab= AN B. Let N be the number of units in the
population /.

Two independent samples are taken from A and B respectively. The sample from frame
A is denoted by s# with the sample size n” and the sample from B is denoted by s® with
the sample size n®B. For each unit i € s U s? in the samples, we observe y;, a variable of
interest.

XXXXXX, XXXXXXX.

Acknowledgment. This class file was developed by Sunrise Setting Ltd, Paignton, Devon, UK. Website:
WWW.Sunrise-setting.co.uk

TPlease ensure that you use the most up to date class file, available from the ANZS Home Page at
http://onlinelibrary.wiley.com/journal/10.1111/ (ISSN)1467-842X

© 2014 Australian Statistical Publishing Association Inc. Published by Wiley Publishing Asia Pty Ltd.
Prepared using anzsauth.cls [ Version: 2014/01/06 v1.01]


http://www.sunrise-setting.co.uk
http://onlinelibrary.wiley.com/journal/10.1111/(ISSN)1467-842X

2 A DEMONSTRATION OF THE AUST. N. Z. J. STAT. CLASS FILE

Foralli € U, let I* = I(i € s*) and I” = I(i € s”). Then the inclusion probabilities
are defined by

7t = P(i e s = E(I{), 7P = P(i € s%) = E(IP). (1)

? K2

Also define the joint inclusion probabilities

m = P(i,j € )= B LY, 78 = P(i,j € s°) = E(IPIP). 2)
We assume
8 >0 ifie A=aUab 8 >0 ifie B=bUab 3)
th=0 ifieb Tl P =0 ifica ’
and define weights:
wh = A %fz:GA:aUab WP 7 %fzieB:bUab _ @
0 ifiebd 0 ifiea

Note that since s and s are two independent samples,

Cov(IA, 1B) =0, foralli,jelU.

P07

3. Estimation of the population total

We use the weights proposed in Metcalf & Scott (2009). In the method, they introduced
a new parameter 6; for each unit¢ € & = a U ab U b in the population, which is given by

1 ifi €a
6; = { aconstant betweenOand 1 (0 < 6; <1) ifi€ab 5)
0 if 7 € b.

Then adjusted weights are given by

B:(6:) = 0w ifi € s4
W= @ — 0wl ifie s,

(3

(6)
Their proposed estimator of the population total is

Y(0) = Z w;(6;)yi,
i€sAUsB
and it is shown to be unbiased for any choice of @ = {6; : i € s U sB} satisfying (5): Using
(4), (5) and (6), the expected value with respect to the inclusion probabilities /* = E(I#),
B = E(IP)is

(3

BE0) - B (zu;*eiwf PP ei>wf}yi>
eu
= Z{ﬂ'f‘@iw?—i—ﬂ'f(l— w; }yZ ZY

€U €U
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3.1. Estimation of the variance with ¢

We estimate 6 as the minimizer of the variance

i€sAUsB

where the varlance is taken with respect to the inclusion probabilities 7rA nB.

Let o = wiy; and o = wPy,. Then by definitions (1) and (6), the variance Vi) 1s
equal to

V?(e) = Var (Z{I{L‘Hiwf + 1201 - 91)11113};1/2)

€U
= Var (Z{é)mf‘[f +(1— Gi)a?IiB}>

€U
> {0007 0 Cov (1A, 1) + (1 = 0:)(1 - 0;)aPal Cov(IF, IP)},
t,jeU

@)

where we used Cov (77, IJB) =0 forall 4, j.

The variance Vy((,) is estimated by

Vi = ZA(n )710:0;0: at Cov (I, T2
i,JES
+ ) (n 0,)(1 - 0;)aP aP Cov (1P, IP).
i,jEsB

Determining 6:
2
The derivative of NT x (7) with respect to 0;, i € ab, is

Z\:;&V?(e) = ;{Qjaf‘afCov(le,IjA) (1-06;)a; aBCOV(If,IJB)}
J
= Oi(af)?Var(I{) — (1= 0;) () Var (I7) + Ci(0),
where
Ci(0) = Y {00} Cov(IP, 1) — (1—0;)al ol Cov(IP, I7)}
JEUjFi
N2

Solution to equation =~ %VUG =0is

b — (oF)?Var(1P) — Ci(0)
" (ef)2Var(IP) + (af)2Var(IP)’

where C'i(ﬁ) is an estimator of C;(6) which is given by
ZwAH aAaACov A1 — Zw (1-65) BCOV(IB 1?)

1 ) J 7 0 ]
jesA j€sB

—0;(a)*Var(I?) + (1 — 6;)(aP)*Var(IP).
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4 A DEMONSTRATION OF THE AUST. N. Z. J. STAT. CLASS FILE

Rell  Var(I?) =mf(1 =), Var(I®) =wB(1=7).  Cov(IAIf) =
7714}' and COV(LBJJB = -]?— T B Then, using (4),
i wP-af)-Cr) ®
' w1 —7f) +wf (1 —xf)
where
pe Ci(0
cio) - S
= Z GJwZA(wf)Q(ﬂA - 7rA7r )ZJ
jEsA g
Y
- 3 b el — )
jESB i

A=)+ (1= 0P P,

Therefore under the constraint (5), for ¢ € a, éi =1,fori € b, éi = 0 and for ¢ € ab, éi
is given by (8).
An explicit approximate solution can be obtained by putting Cov(I; ATA) =

i 0ty
Cov(IP,IP) =0 forall i # j and Cov(I{*, IP) = 0 for all 4, j. In this case C;(#) = 0 and
(8) is reduced to
R B 1— B
6 - cdom) ©)

(1—77 )+ wB(1—nB)

4. Example
5. Discussion
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